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LLMs Confabuate
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How do LLMs work - Word Embeddings

By learning learning embeddings - the model latent 

relationships (e.g. male-female, junior-senior, nobel-

profane, …)
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Multidimensional Semantic Feature Space
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LLMs are trained to predict next words

⇒ absolutely no representation of factual information
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Generative AI thinks

fast, but can not 

think slow
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Both tend to hallucinate

To mitigate human brain deficiencies

we have:

Peer-reviewed books, articles, curated

databases, experiements, simulations, 

…

Integration of Machine Learning and Semantic Knowledge Representation

 Neuro-Symbolic AI
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Neuro-Symbolic AI with Knowledge Graphs

Machine 
Intelligence

Knowledge 
Graph

Human 
Intelligence

KG nodes/graphlets

Connecting KG graphlets 
with ML models

KG graphlet authoring, 
curation, validation

Vogt, D'Souza, Stocker, Auer: Toward Representing Research Contributions in Scholarly 
Knowledge Graphs Using Knowledge Graph Cells. JCDL 2020: 107-116
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Knowledge Graph Example: DBpedia

• Automatically extracted 

from Wikipedia infoboxes

• Crystalization point 

of the LOD Cloud

https://lod-cloud.net/
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• Fabric of concept, class, property, relationships, entity descriptions

• Uses a knowledge representation formalism

(typically RDF, RDF-Schema, OWL)

• Holistic knowledge (multi-domain, source, granularity):

• instance data (ground truth),

• open (e.g. DBpedia, WikiData), private (e.g. supply chain data), 

closed data (product models), 

• derived, aggregated data,

• schema data (vocabularies, ontologies) 

• meta-data (e.g. provenance, versioning, documentation licensing)

• comprehensive taxonomies to categorize entities

• links between internal and external data

• mappings to data stored in other systems and databases

Knowledge Graphs – A definition
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Industry 

Knowledge 

Graph 

Adoption

https://www.slideshare.net/

Frank.van.Harmelen/adopti

on-of-knowledge-graphs-

late-2019

https://www.slideshare.net/Frank.van.Harmelen/adoption-of-knowledge-graphs-late-2019
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LLMs vs. KGs

Large Language Models Knowledge Graphs

Very good at text processing: extraction, 

summarization, translation, generation

Very good at knowledge representation, 

integration

Absolutely no concept of facts - still get 

often/sometimes factual information right

Human and machine readable - can be 

scrutinized/validated by humans

Black box: might contain hidden biases, 

without domain specific training and fine-

tuning often superficial

Transparent - information and their 

provenance can be traced

Computationally very expensive to train, 

fine-tune and query (inference)

Scale well, but require manual 

integration/curation effort

[1] Babaei, D'Souza, Auer: LLMs4OL: Large Language Models for Ontology Learning. ISWC 2023
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KG-LLM Integration Opportunities

The fast take-up of KGs was hindered by complexity and manual effort ⇒ can be 

significantly reduced with the help of LLMs

Knowledge Graphs Large Language Models

• Represent a base of validated, trustworthy 
knowledge

• Help organize and integrate enterprise 
knowledge from various sources

• Provide input for enterprise and domain-
specific training and fine-tuning of LLMs

• Help curating knowledge in the KG by 
suggesting and recommending

• Create mappings, queries etc. for the KG
• Can become a frontend for human 

interaction with the KG

[1] Ekaputra, Llugiqi, Sabou, Ekelhart, Paulheim, Breit, Revenko, Waltersdorfer, Farfar, Auer: Describing
and Organizing Semantic Web and Machine Learning Systems in the SWeMLS-KG. ESWC 2023
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Pathway to Artificial General Intelligence

Self-RAG: Learning to Retrieve, Generate, and Critique through Self-Reflection

Akari Asai, Zeqiu Wu, Yizhong Wang, Avirup Sil, Hannaneh Hajishirzi

https://arxiv.org/abs/2310.11511

LLM

•Language model is
used in isolation

•Lacks factual
knowledge

Retrieval
Augmented
Generation

•Retrieves
unstructured
information to
augment answers

Knowledge 
Augmented
Generation

•Access to structured
information sources, 
such as databases, 
knowledge graphs

Agentic Generation

•Use of external tools
such as reasoners, 
APIs, computation
services

Artificial General 
Intelligence

•Self-reflection, goal
setting

https://arxiv.org/search/cs?searchtype=author&query=Asai,+A
https://arxiv.org/search/cs?searchtype=author&query=Wu,+Z
https://arxiv.org/search/cs?searchtype=author&query=Wang,+Y
https://arxiv.org/search/cs?searchtype=author&query=Sil,+A
https://arxiv.org/search/cs?searchtype=author&query=Hajishirzi,+H
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How did information flows change

in the digital era?
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How does it work today?

The World of Publishing & 

Communication has profundely changed
• New means adapted to the new possibilities were 

developed, e.g. „zooming“, dynamics
• Business models changed completely
• More focus on data, interlinking of data / services and 

search in the data
• Integration, crowdsourcing, data curation play an 

important role
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What about
Scholarly

Communication?
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Resources for Research and Development

Global spending on R&D has 

reached a record high of 

almost US$ 1.7 trillion:

$1,700,000,000,000

A large share of this money is 

not efficiently used.

Sources:

http://uis.unesco.org/apps/visualisations/research-and-

development-spending/

https://en.wikipedia.org/wiki/List_of_countries_by_rese

arch_and_development_spending

http://uis.unesco.org/apps/visualisations/research-and-development-spending/
https://en.wikipedia.org/wiki/List_of_countries_by_research_and_development_spending
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Scholarly Communication has not changed

(much)
17th century 19th century 20th century 21th century



The scientific method is at stake!

2. Research is drowning in a flood 
of publications
● >50M overall
● >3M published every year
● ~70% not cited

4. Despite recent attention to FAIR 
research data methods …
● do not scale, 
● are insufficiently automatized 

and lack user integration, 
● lack explainability, security and 

support for causal inference

3. Peer-review & reproducibility are 
severely impaired
● Major share of scientific 

publications not reproducible
● Quality of peer-review 

deteriorates

1. Scholarly Communication 
has not changed
● Static, unstructured 

documents
● Potential of AI unused

17th century Now



Page 23

Challenges we are facing:

We need to rethink the way how research 

is represented and communicated

[1] http://thecostofknowledge.com,  https://www.projekt-deal.de

[2] M. Baker: 1,500 scientists lift the lid on reproducibility, Nature, 2016.

[3] Science and Engineering Publication Output Trends, National Science Foundation, 2018.

[4] J. Couzin-Frankel: Secretive and Subjective, Peer Review Proves Resistant to Study. Science, 2013. 

Digitalisation

of Science

 Data integration

and analysis

 Digital 

collaboration

Monopolisation by

commercial actors

 Publisher

look-in effects

 Maximization

of profits [1]

Reproducibility

Crisis

 Majority of

experiments are

hard or not 

reproducible [2]

Proliferation 

of publications

 Publication output

doubled within a 

decade

 continues to rise
[3]

Deficiency

of Peer Review

 Deteriorating

quality [4]

 Predatory

publishing

http://thecostofknowledge.com/
https://www.nsf.gov/statistics/2018/nsf18300/nsf18300.pdf
http://science.sciencemag.org/content/341/6152/1331
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Lack of…

Root Cause –

Deficiency of Scholarly Communication?

Transparency

information is hidden

in text

Integratability

fitting different 

research results

together

Machine assistance

unstructured content

is hard to process

Identifyability

of concepts beyond

metadata

Collaboration

one brain barrier

Overview

Scientists look for the

needle in the haystack
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How good is CRISPR 

(wrt. precision, safety, cost)?

What specifics has genome

editing with insects?

Who has applied it to

butterflies?

Search for CRISPR:

> 238.000 Results

Source: https://scholar.google.de/scholar?hl=de&as_sdt=0%2C5&q=CRISPR&btnG=, 04.2019
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How can
we fix it?





Memex
(Memory Extender)
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Mathematics

• Definitions

• Theorems

• Proofs

• Methods

• …

Physics

• Experiments

• Data

• Models

• …

Chemistry

• Substances

• Structures

• Reactions

• …

Computer

Science

• Concepts

• Implemen-
tations

• Evaluations

• …

Technology

• Standards

• Processes

• Elements

• Units,  
Sensor data

Architecture

• Regulations

• Elements

• Models

• …

Concepts
Overarching Concepts
 Research problems

 Definitions

 Research approaches

 Methods

Artefacts
 Publications

 Data

 Software

 Image/Audio/Video

 Knowledge Graphs / Ontologies

Domain specific Concepts
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The Open Research 
Knowledge Graph















ORKG aims to be a good

citizen in an ecosystem of 

interlinked knowledge

graphs and services



ORKG Ask

Find research you are actually looking for

Brief introduction



● Mission: empower researchers to help them find and explore research 

articles

● Architecture of ORKG Ask

Introduction to ORKG Ask 
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● Mission: empower researchers to help them find and explore research 

articles

● Architecture of PaperScout
Exploration User Interface

Traditional search 

system

(e.g. ElasticSearch)

Large language models 

(LLMs)

Knowledge Graphs 

(KGs)

Paper Corpus

Why ORKG Ask is different from Google Scholar, 

Semantic Scholar, but also from Typeset.io, Elicit,

etc.

Knowledge graph integration

● Stores LLM responses as structured 

knowledge in the graph 

● Have more targeted search (e.g. population > 

20)

● Let’s users validate the knowledge 

Introduction to ORKG Ask 



Some more information 

● Generated response tables from PaperScout can be exported to the ORKG

easily → Starting point of new comparisons 

● BibTeX is the main format of PaperScout: existing bibliographies can be 

easily imported to get started, and generated data can be exported

● Easy to get started, possibility to transfer users to the ORKG 

Paper finding Paper exploration



Application overview

1. Homepage → Start a search

2. Results → Tabular overview of results

3. Paper view → More detailed view of papers

4. My library → Organized saved searches and papers







Filters

● Filters are an important aspects of more fine-

grained search 

● ORKG ASK relies on available metadata from 

CORE, in the future this should come from 

the graph (ORKG, OpenAlex, DataCite etc.)



Export to ORKG

● The export to ORKG button exports the displayed 

table to the ORKG by making a draft Comparison

● The comparison can (and should be) edited before 

publishing in the ORKG 

● Ideally, it is recorded in the ORKG that the data is 

automatically generated by PaperScout (provenance)





Paper view

● Shows some additional information of a paper

● Not as important as the search results, but good for 

SEO reasons

● Leaves some extra room for possible future features





My library

● Possibility to save favorite papers and 

search results

● Import BibTeX



ASK Architecture



Prompts



HybridAI: Establish true
Human-Machine Collaboration

[1] Allard Oelen, Sören Auer: Leveraging Large Language Models for Realizing
Truly Intelligent User Interfaces. CHI 2024.



To create a scholarly knowledge graph, a transformation from unstructured 

to structured knowledge should happen

ORKG | Knowledge transformation

Unstructured knowledge Structured knowledge

Can we use Natural Language Processing (NLP) for 

the transformation process?



● NLP techniques are not sufficiently accurate to perform this task 

autonomously 

● But we can intertwine machine intelligence with human intelligence

to get a synergy → the best of both worlds! 

ORKG | Knowledge transformation

Can we use Natural Language Processing (NLP) for 

the transformation process?

74% 84% 78%x x = 48% Error propagation



Manual data entry

Gradations of automation

Human-in-the-loopMachine-in-the-loop Fully automated

Human adds 

paper manually

Human is assisted 

by a machine

Assistance Assistance

Machine is assisted 

by a human

Machine adds paper 

automatically

Better scalable 
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Assistance Assistance

Machine is assisted 

by a human

Machine adds paper 

automatically

Better scalable 

Human-in-the-loopMachine-in-the-loop
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Assistance Assistance

Machine is assisted 

by a human



Machine-in-the-loop | Add paper wizard

The third step is the 

description of 

contribution data

Machine-in-the-

loop



Machine-in-the-loop | Smart suggestions

Launch an LLM for 

assistance directly 

from the curation 

interface



Add paper wizard - Step 3

● The third step is the 

description of 

contribution data

● This includes the 

possibility to 

annotate the 

abstract 

● The user is in charge and 

make the final decision on 

whether the automatically 

generated data is added on not 

(i.e., machine-in-the-loop)

● Annotations can be added or 

removed

● A confidence slider hides 

suggestions with a low score
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The Team

Software Development

Group Leaders PostDocs

Doctoral Researchers

Dr. Markus 

Stocker

Dr. Jennifer 

D’Souza

Dr. Allard 

Oelen
Dr. Yaser 

Jaradeh

Manuel Prinz

Dr. Lars Vogt

Golsa Heidari

Dr. Kheir 

Eddine Farfar

Muhammad Haris

Administration & Support

Irmtraut Schröder Simone Matern

Dr. Oliver Karras

Hassan Hussein Salomon Kabongo

Community Management

Dr. Anna-Lena 

Lorenz

Tim Wittenborg

Dr. Ildar 

Baimuratov
Dr. Gollam 

Rabby

Lena John

Qurat ul ain

Aftab

Dr. Vinodh 

Ilangovan

Mahsa 

Shamsabadi

Hamed Babaei 

Giglou

Vlad NechakhinFarhana KeyaZhiyin Tan

Akhilesh Vyas

Head

Prof. Dr. Sören 

Auer

Marcel Konrad Regina Hulm
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Eccenca Corporate Memory – Neuro-Symbolic AI for Enterprises 

More Info: https://eccenca.com

Try it: https://eccenca.my

https://eccenca.com/
https://eccenca.my/
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Conclusions

Stay tuned 

▪ https://tib.eu

▪ Consider creating an ORKG observatory for 

your domain

▪ Mailinglist/group: 

https://groups.google.com/forum/#!forum/orkg

▪ Open Research Knowledge Graph: 

https://orkg.org

▪ ERC Consolidator Grant ScienceGRAPH 

on the topic

▪ We need to reinvent scholarly 

communication

▪ Knowledge Graphs are perfectly suited to 

capture research contributions in a 

structured and semantic way making 

them human and machine interpretable

▪ With our Open Research Knowledge Graph 

initiative we aim to establish a registry for 

research contributions

▪ Curation and synergistic combination of 

human, expert and machine intelligence is 

a challenge

https://tib.eu/
https://groups.google.com/forum/#!forum/orkg
https://orkg.org/
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